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Strong clustering of noninteracting, sliding passive scalars driven by fluctuating surfaces
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We study the clustering of passive, noninteracting particles moving under the influence of a fluctuating field
and random noise, in one and two dimensions. The fluctuating field in our case is provided by surfaces
governed by the Kardar-Parisi-Zhang (KPZ) and the Edwards-Wilkinson (EW) equations, and the sliding
particles follow the local surface slope. As the KPZ equation can be mapped to the noisy Burgers equation, the
problem translates to that of passive scalars in a Burgers fluid. Monte Carlo simulations on discrete lattice
models reveal very strong clustering of the passive particles for all sorts of dynamics under consideration. The
resulting strong clustering state is defined using the scaling properties of the two point density-density corre-
lation function. Our simulations show that the state is robust against changing the ratio of update speeds of the
surface and particles. We also solve the related equilibrium problem of a stationary surface and finite noise,
well known as the Sinai model for random walkers on a random landscape. For this problem, we obtain
analytic results which allow closed form expressions to be found for the quantities of interest. Surprisingly,

these results for the equilibrium problem show good agreement with the nonequilibrium KPZ problem.
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I. INTRODUCTION

The coupling of two or more driven diffusive systems can
give rise to intricate and interesting behavior, and this class
of problems has attracted much recent attention. Models of
diverse phenomena, such as growth of binary films [1], mo-
tion of stuck and flowing grains in a sandpile [2], sedimen-
tation of colloidal crystals [3], movement of ants along a trail
[4], and the flow of passive scalars such as ink or dye in
fluids [5,6] involve two interacting fields. In this paper, we
concentrate on semiautonomously coupled systems—these
are systems in which one field evolves independently and
drives the second field; passive scalars are typical examples
of such systems. Apart from being driven by the independent
field, the passive field is also subject to noise, and the com-
bination of driving and diffusion gives rise to interesting be-
havior. Our aim in this paper is to understand and character-
ize the steady state of a passive field of this kind.

The passive scalar problem is of considerable interest in
the area of fluid mechanics and has been well studied, see
Refs. [5,6] for reviews. Apart from numerical studies, con-
siderable understanding has been gained by analyzing the
Kraichnan model [6-8] where the velocity field of a fluid is
replaced by a correlated Gaussian velocity field. Typical ex-
amples of passive scalars such as dye particles or a tempera-
ture field advected by a stirred fluid bring to mind pictures of
spreading and mixing caused by the combined effect of fluid
advection and diffusion. On the other hand, if the fluid is
compressible, or if the inertia of the scalars cannot be ne-
glected, the scalars may cluster rather than spread out [9-15].
It has been argued that there is a phase transition as a func-
tion of the compressibility of the fluid—at large compress-
ibilities, the particle trajectories implode, while they explode
in the incompressible or slightly compressible case [16]. It is
the highly compressible case which is of interest in this
paper.

Specifically, we study and characterize the steady state
properties of passive, noninteracting particles sliding on a
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fluctuating surface and subject to noise [17,18]. The surface
is the autonomously evolving field and the particles slide
downwards along the local slope. We consider surfaces
evolving according to the Kardar-Parisi-Zhang (KPZ) and
the Edwards-Wilkinson (EW) equations. The KPZ equation
can be mapped to the well-known Burgers equation with
noise, which describes a compressible fluid. Thus the prob-
lem of passive particles sliding on a fluctuating surface maps
to the problem of passive scalars in a compressible fluid. The
nonlinear term in the KPZ equation breaks the up-down sym-
metry, bringing in the possibility of two kinds of dynamics—
particles moving in the direction of average surface motion
(particles moving with the flow, advection in fluid language)
and particles moving against it (antiadvection). By contrast,
the EW model has an up-down symmetry, and hence there is
no distinction between advection and antiadvection in this
case. We study all three kinds of dynamics mentioned
above—KPZ advection, KPZ antiadvection, and EW, in one
and two dimensions. Drossel and Kardar [17] were the first
to study the steady state properties for the KPZ advection
and antiadvection dynamics in one dimension. Using Monte
Carlo simulations of a solid on solid model and analyzing the
number of particles in a given bin as a function of bin size,
they showed that there is clustering of particles. However,
their analysis does not involve the scaling with system size,
which as we will see below, is one of the most important
characteristics of the system. We find that the two point
density-density correlation function is a scaling function of r
and L (r is the separation and L is the system size) and that
the scaling function diverges at small r/L. The divergence
indicates formation of large clusters while the scaling of r
with L implies that the clusters are typically separated from
each other by a distance that scales with the system size.
A brief account of some of our results has appeared in
Ref. [18].

Scaling of the density-density correlation function with
system size has also been observed in the related problem of
particles with a hard core interaction, sliding under gravity
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on a KPZ surface [19-21] or advected by director flucuations
in a two-dimensional nematic [22]. However, the correlation
function in this case has a cusp singularity as r/L—0, in
contrast to the divergence that we find for noninteracting
particles. Thus, while clustering and strong fluctuations are
seen in both, the nature of the steady states is different in the
two cases. In our case, clustering of the noninteracting par-
ticles causes a vanishing fraction of sites to be occupied,
whereas hard core interactions force the occupancy of a finite
fraction. In the latter case, there are analogies to customary
phase ordered states, with the important difference that there
are strong fluctuations in the thermodynamic limit, leading to
the appellation fluctuation dominated phase ordering (FDPO)
states. The terminology strong clustering states (SCS) is re-
served for the sort of nonequilibrium states that are found
with noninteracting particles—a key feature being the diver-
gent scaling function describing the two point correlation
function. The feature of strong fluctuations is also present in
the SCS. In the case of KPZ advection, various observables
have broad distributions in the thermodynamic limit imply-
ing that they are non-self-averaging.

In the problem defined above, there are two time scales
involved, one associated with the surface evolution and the
other with particle motion. We define w as the ratio of the
surface to the particle update rates. We study the variations in
the steady state characteristics of the system when w is var-
ied. We see that the steady state is always an SCS for finite
values of w. The limit of w—0 is of special importance.
There is a slight subtlety here as the limit w— 0 does not
commute with the thermodynamic limit L— . If we con-
sider taking w— 0 first and then approach large system size
(L—00), we obtain a state in which the surface is stationary
and the particles move on it under the effect of noise. In this
limit of a stationary surface, we obtain an equilibrium prob-
lem. This is the well-known Sinai model which describes
random walkers in a random medium. We will discuss this
limit further below. Now consider taking the large system
size limit first and then approach w=0; this describes a sys-
tem in which particles move extremely fast compared to the
evolution of the local landscape. This leads to the particles
settling quickly into local valleys, and staying there until a
new valley evolves. We thus see a nonequilibrium SCS state
here, but with the feature that the probability of finding a
large cluster of particles on a single site is strongly enhanced.
The opposite limit is the w—o limit where the surface
moves much faster than the particles. Because of this very
fast movement, the particles do not get time to “feel” the
valleys and they behave as nearly free random walkers.

The equilibrium limit (w— 0 followed by L— ), in one
dimension, coincides with the Sinai model describing ran-
dom walkers in a random medium [23]. This problem can be
analyzed analytically by mapping it to a supersymmetric
quantum mechanics problem [24] and we are able to obtain
closed form answers for the two quantities of interest—the
two point correlation function G(r,L) and the probability
distribution function of finding n particles on a site P(n,L).
Surprisingly, we find that not only is the equilibrium state an
SCS, but the functional forms obtained in this limit agree
very well with our results on KPZ advection. The only free
parameter in this equilibrium problem is the temperature and
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we choose it to fit our numerical data for the nonequilibrium
system. Interestingly, the effective temperature seems to de-
pend on the quantity under study.

Apart from the static quantities studied above, one can
also study the dynamic properties of the system. Bohr and
Pikovsky [25] and Chin [26] have studied dynamic quantities
for a model similar to our KPZ advection (one dimension),
with the difference that they do not consider noise acting on
particles. In the absence of noise, all the particles coalesce
and ultimately form a single cluster in steady state, very
different from the strongly fluctuating, distributed particle
state under study here. References [25] and [26] study the
process of coalescence in time. Further, they find that the rms
displacement for a given particle increases in time ¢ as ¢!,
where z is equal to the dynamic exponent of the surface,
indicating that the particles have a tendency to follow the
valleys of the surface. Drossel and Kardar [17] have studied
the rms displacement in the same problem in the presence of
noise and observe the same behavior. We confirm this result
in our simulations and observe that the variation of w does
not change the result. Gopalakrishnan [27] has studied the
variation of rms displacement of passive sliders on a one-
dimensional EW surface, and the possibility was raised that
there are two different exponents characterizing this quantity
for w=<1 and for w>1. We give numerical evidence that the
apparent change in exponent with change in w is due to a
crossover effect and that there is a single exponent which
describes the rms displacement.

The arrangement of this paper is as follows. In Sec. II, we
will describe the problem in terms of continuum equations
and then describe discrete lattice models, in one dimension,
which mimic these equations at large length and time scales.
We have used these models to study the problem via Monte
Carlo simulations. Section III describes results of our nu-
merical simulations for surfaces in one dimension. We start
with detailed results for the KPZ advection case. We will
then describe our results for the KPZ antiadvection and EW
cases. Section IV describes our analytic results for the equi-
librium Sinai limit of a static surface and the surprising con-
nection with results for the nonequilibrium problem of KPZ/
Burgers advection. Section V describes the lattice model and
our results for the problem in two dimensions with the same
three cases as above, namely KPZ advection, KPZ antiad-
vection, and EW dynamics.

II. DESCRIPTION OF THE PROBLEM

We consider surfaces that evolve according to the KPZ
and EW equations. The KPZ equation [28] is

oh A .
P VvW2h + E(Vh)z +0,(%,1). (1)

Here & is the height field and ¢, is a Gaussian white noise
satisfying (£,(x,0)Z,(x",t"))=2D,8(x-x")8(t—t"). The pas-
sive particles sliding on the surface satisfy
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where x,, is the position of the mth particle. The white noise
£, (1) represents the randomizing effect of temperature,
and satisfies (£, (t)Z,,(t'))=2kd(t—t"). The transformation v
=-Vh maps Eq. (1) (with A=1) to the Burgers equation
[Eq. (3) below] which describes a compressible fluid with
local velocity 0. As explained later, the ratio a/\>0 corre-
sponds to particles moving with the flow—the KPZ advec-
tion case. The case a/\<<0 corresponds to KPZ antiadvec-
tion which corresponds to particles moving against the flow
in the fluid picture. The Burgers equation with noise

-

17 N R -
;l; + U - Vo) = vV?0 + VI, (x,0) 3)

describes a compressible fluid because it does not have the
pressure term, which is present in the Navier-Stokes equa-
tion. The transformed Eq. (2) (v=—Vh) describes passive
scalar particles advected by the Burgers fluid.

The other interface dynamics we consider is the Edwards-
Wilkinson (EW) model, where the height field evolves via
the linear equation,

oh
e vW2h+ £, (X,0). (4)

The above equation does not have the up-down symmetry-
breaking nonlinear term (V4)?, so the interface has no aver-
age up or down movement and thus no advection or antiad-
vection subcases. The passive sliders again follow Eq. (2).

In this paper, we will describe our results on the above
coupled equations Egs. (1) and (2) and Egs. (4) and (2) in
one and two dimensions. Rather than solving these equations
numerically, we perform Monte Carlo simulations on lattice
models which mimic the behavior of the equations at large
length and time scales. We describe these lattice models be-
low.

Lattice models for Monte Carlo simulations, one dimension

The model consists of a flexible, one-dimensional lattice
in which particles reside on sites, while the links or bonds
between successive lattice sites are also dynamical variables
which denote local slopes of the surface. The total number of
sites is L and the total number of particles N is taken to be
equal to L in our simulations. Each link takes either of the
values +1 (upward slope —/) or —1 (downward slope —\).
The rules for surface evolution are:

KPZ advection: Choose a site at random, and if it is on a
local hill (A), change the local hill to a local valley (V)
(Fig. 1, extreme left). After every N, surface moves, we per-
form N, particle updates according to the following rule: we
choose a particle at random and move it one step downward
with probability (1+K)/2 or upward with probability
(1-K)/2. The parameter K ranges from 1 (particles totally
following the surface slope) to O (particles moving indepen-
dently of the surface). In our simulations, we update the sur-
face and particles at independent sites, reflecting the inde-
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FIG. 1. Schematic diagram of the surface and noninteracting
particles sliding on top of it. Arrows show possible surface and
particle moves.

pendence of the noises ¢,(x,t) and £, () [29]. The ratio w
=N,/N, controls the relative time scales of the surface evo-
lution and particle movement. In particular, the limit w— 0,
with L held fixed, corresponds to the adiabatic limit of the
problem where particles move on a static surface and the
steady state is the thermal equilibrium state.

KPZ antiadvection: Choose a site at random, and if it is
on a local valley (V), change the local valley to a local hill
(V) (Fig. 1, extreme right). The particle moves are the same
as in advection.

EW: We allow for both the motions—Iocal hill to local
valley, and local valley to local hill, with equal probabilities.
The particle moves are again the same as in advection and
antiadvection above.

To see how the lattice model described above describes a
KPZ surface, consider the mapping of the above model to the
well-known asymmetric simple exclusion process (ASEP):
consider an up slope to be a particle on a lattice and a down
slope to be an empty space (hole). The flipping of a hill to a
valley then corresponds to the motion of a particle (exchange
of particle and hole). A coarse grained description of the
ASEP leads to the KPZ equation [30]. The continuum de-
scription of the ASEP, obtained by coarse graining over re-
gions which are large enough to contain many sites, involves
the density of particles p(x) and the local current J(x). These
are connected through the continuity equation

dp dJ

+—=0. 5
Jt  ox )

The local current can be written as
ap .
Jx)=—v_—+j(p)+ 7, (6)
ox

where v is the particle diffusion constant, # is a Gaussian
noise variable, and j(p) is the systematic contribution to the
current associated with the local density p. Using the expres-
sion for the bulk ASEP with density p for j, we have

i(p)=({p-qp(l-p), (7)

where p and ¢ are the particle hopping probabilities to the
right and left, respectively, with our one-step model corre-
sponding to p=1 and ¢=0.

Since we identify the presence (absence) of a particle in
the lattice model with an up (down) slope, we may write

1 oh
P=5(“5>- ®)
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Using Egs. (6)—(8) in Eq. (5) leads to

h__L )+@+l( )<
g 2P TOTV TPl

h'\?

(9x> 27 ©)
which is the KPZ equation [Eq. (1)] in one dimension with
an additional constant term, and A=(p—g) and ,=-27.
Note that the signs of the constant term and \ are opposite.
Thus a downward moving surface (corresponding to p>gq)
has positive A. The constant term can be eliminated by the
boost hﬂh—%(p—q)t, but its sign is important in determin-
ing the overall direction of motion of the surface. The case
(a/N\)>0 which is of interest to us thus corresponds to the
lattice model in which particles move in the same direction
as the overall surface motion.

The parameters w and K defined in the lattice model are
connected to the continuum equations as follows. In the limit
of a stationary surface, we achieve equilibrium and the par-
ticles settle into a Boltzmann state with particle density
~e B here h(x) is the surface height profile and B is the
inverse temperature. S is related to K by ﬁ:ln(%’i)
the parameters a and « in Eq. (2) by B=a/«k. Thus

ea/K -1

P

and to

K (10)

The parameter w cannot be written simply in terms of the
parameters in the continuum equations, because it modifies
Eqgs. (1) and (4) as we now show. w is the ratio of the update
speeds or equivalently the time between successive updates
of the particles Az, and surface Az, The noises £,(x,7) and

£,(1) in Egs. (1) and (2) can be written as f—:@l()?,t) and
\/ﬁg;(t), respectively. Here £,(%,7) is noise of O(1), uncor-
related in time, white in space while £, (f) is uncorrelated
noise of O(1). The factors of t in the terms indicate that
the strength of the noise depends on how frequently noise
impulses are given to the particles; the square root arises
from the random nature of these impulses. Thus the change

in height Ah in time At, and the distance traveled Ax,, in
time Atp are, respectively,

A o
Ah= Ats[ vWh+ E(Vh)z} +VALD, (%, 1),  (11)

A%, =At[-a Vh|; 1+ VAzK{(1). (12)

We now identify Az, and At, with the Monte Carlo time step
ot as At;=Nét and At,=N,ét. We can thus replace At; by
wAt, and take it to be the natural continuous time. We thus
get

oh A
—= w{ VW2h + —(Vh)21| + \@(h()?,t), (13)
ot 2

.

“E=—a Vil + 4,00, (14)

We can see that the w dependence in the above equation
cannot be removed by a simple rescaling of the parameters of
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the equation. Equation (1) is recovered as a special case of
Eq. (13) on setting w=1. The same analysis can be carried
through for the EW equation by dropping the nonlinear term
in the equations above.

III. NUMERICAL RESULTS, ONE DIMENSION
A. KPZ advection

We will first describe our results on the KPZ advection
case in one dimension, a brief description of which has al-
ready been given in Ref. [18]. We start with the simplest case
w=K=1; surface updates are attempted as frequently as par-
ticle updates, and both particles and surface always move
only downwards. In our simulations, we work with N=L,
where N is the total number of particles and there are L sites
in the lattice. For a given L, we first evolve the system into
its steady state and then sample data every 1000 Monte Carlo
time steps to reduce correlation between samples. We aver-
age over a total of 30,000 samples.

1. Two point density-density correlation function

The two point density-density correlation function is de-
fined as G(r,L)={nn,,,);, where n; is the number of particles
at site i. Figure 2 shows the scaling collapse of numerical
data for various system sizes L which strongly suggests that
for r>0, the scaling form

G(r.L) ~ L%Y(%) (15)

is valid with 6=1/2. The scaling function Y(y) has a power
law divergence Y(y) ~y~" as y—0, with v close to 3/2 (see
Table I). The data for =0 points to G(0,L) ~ L.

The result in Eq. (15) is in agreement with an exact result
of Derrida et al. [31] for a slightly different model. As we
have seen in the previous section, the single step model
which we use for Monte Carlo simulations can be mapped on
to an asymmetric simple exclusion process (ASEP). The
particles/holes in the ASEP map to the up/down slopes in our
model and the flipping of a hill to a valley is equivalent to
swapping a particle with a hole. In Ref. [31], apart from
particles and holes, a third species, namely second-class par-
ticles, is introduced which acts as holes for the particles and
particles for the holes. When translated to the surface lan-
guage, these second class particles behave like the sliders in
our model, with the difference that they are not passive: there
is no surface evolution at a site where second-class particles
reside. The effect of nonpassivity is relatively unimportant
for KPZ advectionlike dynamics of the surface, as particles
mostly reside on stable local valleys while surface evolution
occurs at local hilltops. Moreover, if the number of second
class particles is small, the probability of the rare event
where they affect the dynamics of local hills goes down even
further. With only two such particles in the full lattice, the
probability p(r) that they are at a distance r, is proportional
to the two point correlation function G(r,L). The exact result
[31] p(r)~ # matches very well with our prediction for the

same quantity, p(r)= #G(V,L) ~ ﬁ
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The result for G(r, L) also allows us to calculate the quan-
tity N(I,L) first defined in Ref. [17]; the lattice is divided into
L/l bins of size [ and we ask for the number N(I,L) of
particles in the same bin as a randomly chosen particle.
N(I,L) is a good measure of clustering—if N(I,L) rises lin-
early with /, one concludes that the particles are fairly spread
out, while if N(I,L) saturates or shows a decreasing slope,
one concludes that particles are clustered. N(/,L) is related
to the two point correlation function through
N(I,L) =ff)G(r,L)dr, using which we obtain
N(I,L)~ ¢,L(1=c,I7"*"). This form fits the numerical result
for N better (Fig. 3) than the /-independent form of Ref. [17].

2. Probability density of occupancy

Another quantity of primary interest is the fraction of sites
P(n,L) that are occupied by n particles, which is the same as
the probability that any given site has an occupancy n. If A,
is the number of sites which have an occupancy of n, we
define P(n,L) as P(n,L)=(N,/L), where the brackets indi-
cate an average over configurations. For n>0, this quantity
shows a scaling with the total number of particles, which in
turn is proportional to the system size L. We have (see Fig. 4)

TABLE I. The values of the exponents in one dimension for the
three kinds of dynamics under consideration—KPZ advection, KPZ
antiadvection, and EW. The first row shows the values of exponents
for the equilibrium Sinai limit of a stationary surface.

) v Yy
Equilibrium 1 3/2 1 with log
Sinai limit corrections
KPZ advection 1£0.07 1.48+0.04 1.15£0.02 or
1 with log corrections
KPZ antiadvection 0.33+0.09 0.31+0.02 1.70+£0.02
EW 0.68+0.08 0.67+0.02 1.49+0.04

P(n.L) ~ L%f(%s) (16)

with §=1 (Table I). The scaling function f(y) seems to fit
well to a power law y™” with y=1.15 (Fig. 4, Table I),
though as we shall see in Sec. IV, the small y behavior may
follow y~'Iny. We can use the scaling form in the above
equation to calculate G(0,L), (n*)=G(0,L)=[5n*P(n,L)dn
~ L%=L, which, as we have seen above, is borne out inde-
pendently by the numerics. Numerical data for P(0,L)
[which is not a part of the scaling function in Eq. (16)] shows
that the number of occupied sites N,..=[1-P(0,L)]L varies
as L? with ¢=0.23, though the effective exponent seems to
decrease systematically with increasing system size L.

3. Results on dynamics

The root-mean-square (rms) displacement R(7)={([x(¢)
-x(0)]»)"? of a tagged particle has been studied earlier
[17,26]. R(¢) is found to obey the scaling form

t
R(1) =LXh<E>, (17)

where h(y)~ y', with z=3/2 for small y. The requirement

that R(7) has to be independent of L in the limit L— o leads
to xy=1. The value of z above is the same as the dynamic
exponent of the KPZ surface. The dynamic exponent z, of a
surface carries information about the time scale of evolution
of valleys and hills; the landscape evolves under surface evo-
Iution and valleys/hills of breadth L' are typically replaced
by hills/valleys in time of order L'%. Thus the observation
7=z, suggests that the particles follow the valley movement.

We have also evaluated the autocorrelation function

G(t,L)=(n,(0)n/(r)), and find that it scales with the system
size as

021124-5



NAGAR, MAJUMDAR, AND BARMA

PHYSICAL REVIEW E 74, 021124 (2006)

1 ¥ ..........
oo X
ET
Ea FIG. 3. The inset shows
. N(I,L) vs bin size [ for different
N system sizes (L). The main plot
= ' shows N(I,L) scaled with L vs bin
= * L - size [. The curve shows c¢L(1
< ’ R —cyl™"*1) with ¢,=1 and ¢,=0.72.
-y 1000 ¢ L oxox X T The straight line shows N(I,L)
%, 1 x L x X * ] =L, the form predicted in Ref.
L * ] [17]. The lattice sizes are L=512
05y (%), 1024 (X), and 2048 (+).
100 :
1 10 1000
|
1 10 100 1000
I
- o tribution. Its mean is given by P(n,L)=({N,)/L and its vari-
~Y\—]. 18)
G(rL)~Y L7 ( ance by

Again, z=z,=3/2, reaffirming our conclusion that particles
tend to follow valleys. The scaling function shows a power

law behavior Y(5)~ 5% with ¢y=2/3 as §— 0.

4. Relations between the exponents

The exponents defined in the above sections can be con-
nected to each other by simple relations using scaling analy-
sis. For instance, 6, v, and 6 are related by

S=v-6. (19)

This can be proved by substituting the scaling form of Eq.
(15) and G(0,L)=[{n*P(n,L)dn~L° in the equation
J5G(r,L)dr=L; the last equation can be obtained by using
the definition of G(r,L) and using N=L. We can also relate
¢, 6, and y by

¢=08y-2)+1, (20)

which can be derived using the normalization condition
) 6P(n,L)dr=1 and then substituting for P(0,L) and the scal-
ing form of Eq. (16). Our results from simulations are con-
sistent with these relations.

5. Fluctuations and non-self-averaging

It is known for the problem of hard core particles sliding
on fluctuating surfaces [19-21] that there is a clustering of
particles and the clusters are highly dynamic in nature—they
are continuously breaking into smaller clusters and then re-
combining to form larger clusters. In fact these fluctuations
are so strong that they do not damp down in the thermody-
namic limit, leading to the nomenclature fluctuation domi-
nated phase ordering (FDPO). Our system also shows strong
fluctuations in the steady state, which we characterize using
the fraction of sites N, /L with occupancy n. This fraction
fluctuates from sample to sample and has a very broad dis-

)

We found that if n is held fixed and we take the limit L
— o0, the ratio o/(/,,/L) approaches a constant. This is to be
contrasted with a normal, self-averaging system where this
ratio vanishes in the limit L — oe.

6. The strong clustering state (SCS)

The following picture of the steady state emerges from
our results. The scaling of the probability distribution P(n,L)
as n/L and the vanishing of the probability of finding an
occupied site (=N,,./L) suggest that a large number of par-
ticles (often of the order of system size) aggregate on a few
sites. The scaling of the two-point density-density correlation
function with L implies that the particles are distributed over
distances of the order of L, while the divergence of the scal-
ing function indicates clustering of large-mass aggregates.
Thus the evidence points to a state where the particles form a
few, dense clusters composed of a small number of large
mass aggregates and these clusters are separated on the scale
of system size. We choose to call this state as the strong
clustering state (SCS). The divergence at the origin of the
two-point density-density correlation function as a function
of the separation scaled by the system size is its hallmark.
The information we get from results on dynamics is that the
particles have a tendency to follow the surface. This is
brought out by the fact that the scaling exponent describing
the rms displacement comes out to be equal to the dynamic
exponent of the KPZ surface.

7. Variation of o

To see how the system behaves when we change the rela-
tive speeds of the surface and particle evolution, we vary the
parameter w=N,/N, (N, and N, being, respectively, the
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number of successive surface and particle update attempts) in
the range 1/4<w<4. When 0<w<1 (particles faster than
the surface), we regain the scaling form of Eq. (15) for the
two point correlation function. The scaling function also di-
verges with the same exponent. While the probability distri-
bution for occupancy P(n,L) shows similar scaling with sys-
tem size as Eq. (16), the scaling function f(y) shows a new
feature—it develops a peak at large n (Fig. 5). This peak at
large n indicates that the probability of finding nearly all the
particles at a single site is substantial. A heuristic argument
for the appearance of this peak is now given. Consider a
configuration in which a large number of particles (nearly
equal to the total number of particles) reside in a local valley.
When this valley is replaced by another one nearby under
surface dynamics, all the particles tend to move to the new
one. If the number of particle updates is greater than surface
updates, there is a substantial probability that all the particles
are able to move to the new valley before it is itself replaced

by another one. Thus there is a significant probability of the
initial cluster surviving intact for a fair amount of time. Nu-
merically, we also find that

P(n=N,L) 1

Pln=N-1,1) o 22)

As mentioned in the Introduction, the case of w=0 (with
the limit L — oo taken later) is special. In this case, the prob-
lem reduces to an equilibrium problem and can be analyti-
cally approached. We will describe the calculations in a sepa-
rate section below but point out the main result here—the
strong clustering state survives for =0 and the results (scal-
ing exponents, functional forms of the scaling functions)
match very well with our nonequilibrium numerical results
for w=1.

For w> 1, the particles settle down slowly in valleys and
Tourf> Tpary Where 7, and 7, are, respectively, the times

- T T T
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The inset shows a plot of
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shows a power law with exponent
—1.5. The lattice sizes are L=512
5 (+), 1024 (X), and 2048 (*).

0.001

between successive surface and particle updates. Though
Tourf>> Tpars fOr large enough L, the survival time of the larg-
est valley ~7,,,.L° is always greater than the particle sliding
time ~7,,,L. Thus we expect that particles will lag behind
the freshly formed valleys of small sizes but would manage
to cluster in the larger and deeper valleys, which survive
long enough. We thus expect a clustering of particles and
scaling to hold beyond a crossover length scale r.(w). We
can estimate the crossover length by equating the time scales
of surface and particle rearrangements—,,, (@)
~ Tparte( @), which yields r.(w) ~ 0"V, Using z=3/2, we
have r.~ w?. Numerical simulation results are shown in Fig.
6 which shows that the data deviates from scaling and power
law behavior at small r, due to a crossover effect. The data

suggests that
" L \L & r(w)/)

As we can see from Fig. 6 (main graph), the curve flattens
out at small values of r, so for y<1 [r<r.(w)], the function
g(y) in the equation above should follow g(y)~ y'-> while it
should go to a constant for y>1. We can determine r.(w)
from G(r,L) by separating out the r dependent part; if we
scale G(r,L) by L, we obtain the quantity ﬁg( . ) We can

rdw

(23)

now determine r.(w) as the value or r where the scaled data
starts deviating from the power law behavior r~!>. From Fig.
6 (inset) r.(w=2)=10. A similar exercise for w=3 leads to
r{w=3)=20. A clean determination of r.(w) for ®>3 re-
quires data for very large values of system size, beyond the
scope of our computational capabilities.

The probability distribution P(n,L) continues to show the
same scaling form [Eq. (16)] for > 1, but the scaling func-
tion f(y) in this case dips at large values of y (Fig. 5) in
contrast to the peak seen for w<<1. The exponent z describ-
ing the rms displacement of particles remains unchanged un-
der a change in w, again indicating that particles follow the
movement of valleys on the large scale.

In the limit w— oo, the surface movement is much faster
than the particle response time. The valleys evolve quickly
and disappear before the particles can cluster in them, thus
the particles essentially move like random walkers or free
particles on a planar landscape. Figure 7 depicts the change
in the steady state with change in w, including the special
limit w—0.

B. KPZ antiadvection

Let us now consider the KPZ antiadvection case. As de-
scribed in the Introduction, in this case the particles tend to
move in the opposite direction of the surface motion (against
the flow in the fluid picture). If we consider the Monte Carlo
update rules, we see that while particles try to cluster in the
local valleys, the valleys being unstable themselves, tend to
reduce the clustering. The question then arises: does the SCS
survive in this case? The answer to this question, as we will
see below, is yes. The global or largest valleys survive for a
long enough time for the particles to cluster strongly enough.
However, the exponents are different from the advection case
and indicate less clustering—this is a result of the local val-
leys being unstable.

Sinai Free
e ! % A
0 1

[0]

FIG. 7. KPZ advection: Change in state with change in w. The
black circle depicts the Sinai equilibrium limit (w— 0 followed by
L— ). The cross depicts the nonequilibrium SCS with particles
moving much faster than the surface (L— oo followed by w—0),
leading to strong clustering. The gray arc indicates the correspon-
dence between the results in the equilibrium Sinai limit and the
nonequilibrium SCS at w=1. w— is the free particle limit.
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The two-point correlation in this case has the same form
as in Eq. (15) above with #=0 (Fig 8). We again have a
power law divergence with v=1/3 (Table I). We also see
that G(0,L)~L"3. The probability density of occupancy
P(n,L) is of the same scaling form as Eq. (16) with &
=1/3 (Fig. 9, Table I). These results verify that Eq. (19) is
true for the antiadvection dynamics. As in the KPZ advection
case, we can use the scaling form of P(n,L) to show that
G(0,L)~L?% which, as before is borne out independently
from the numerics. The function f(y) seems to fit a power
law y~” with y=1.7 (Table I) for small values of y. The
singular part P(0,L) satisfies N,..=[1-P(0,L)]JL~ L? with
¢=0.9, plugging this value of ¢ in Eq. (20) leads to y
=1.7, which is the same as the numerical value from direct
measurement. As for the advection case, we monitored the
quantity o ./ (N, /L) to characterize the fluctuations in the
steady state. Our data shows that this quantity is a mildly
decreasing function of L, perhaps approaching a constant.

Thus the fluctuations again are anomalously large.

We have also performed measurements for the dynamical
quantities. The measurement of rms displacement R(z) of
tagged particles shows that we have the same form as in Eq.
(17) above with y=1 and z=1.75. The measurements on
autocorrelation function (Fig. 10) show that G(z,L) has the
same form as Eq. (18) with z=1.75, and #=0.19. The value
of z obtained from these two measurements is different from
the advection case where it is equal to the dynamic exponent
for the surface z;=1.5. Since the surface is the same in both
cases, one would have a priori expected z to be the same,
thus an increase in z is surprising. It indicates that the par-
ticles do not strictly follow the valley movements. We stud-
ied the effect of varying the parameter K on the rms displace-
ment, first studied in Ref. [17], and find that z appears to
increase continuously as we decrease K; as was found in Ref.
[17]. The dynamic exponent approaches the value z=2 as K
approaches zero, which is the free random walker limit.

100 . T
o
r b 7
P
X FIG. 9. The plot shows
—~ oorr * % 7 L?%P(n,L) plotted vs n/L? for the
< K case of KPZ antiadvection, for
S *ak* various values of L. The value of
o 0.0001 L | 6 is 1/3. The lattice sizes are L
' * =512 (%), 1024 (X), and 2048
* (+). The straight line shows a
% power law with exponent —1.7
N
106 | .
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To observe the effect of varying the surface and particle
update time speeds, we varied the parameter w in the regime
1/5<w=5. Our results indicate that the same scaling form
and exponents, as described above, are valid for large system
sizes and thus are universal. We see no significant crossover
effects in the range of values of w that we studied. To sum-
marize, for antiadvection, we observe that the steady state is
an SCS and as expected, the clustering is lower than in the
advection case.

C. Edwards-Wilkinson surface

We now consider particles sliding on a one-dimensional
surface governed by the Edwards-Wilkinson (EW) equation.
This equation does not contain the up-down symmetry
breaking nonlinear term and thus advection and antiadvec-
tion cases are equivalent. The absence of the nonlinear term
has important consequences and it is known that the EW

surface is described by exponents which differ from those of
the KPZ surface. However, it is also known that in one di-
mension, the steady state measure of surface configurations
is the same for KPZ and EW surfaces. Thus the roughness
exponent for the two surfaces is the same in one dimension
though the dynamic exponent is different [32]. We measured
the steady state properties of the particles and saw that the
steady state for the EW surface is again an SCS, which,
however, lies in a different universality class from the KPZ
surface. The values of the exponents indicate that the clus-
tering in this case is less than for KPZ advection but more
than for antiadvection.

The two point correlation function shows behavior similar
to the previous two cases with §=0, v=2/3 (Fig. 8, Table I).
The probability distribution of density again has a similar
scaling form as before and §=2/3 (Fig. 11, Table I). Our
results show that d=v—6 and that the singular part of the
scaling function scales as G(0,L) ~ L? as for the KPZ advec-
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Rl sizes are L=512 (x), 1024 (X),
><+ and 2048 (+). The straight line
%, shows a power law with exponent
0.0001 ¥ 4
%, —1.49.
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tion and antiadvection cases. The functional form for f(y)
again fits a power law y~” for small y, y=1.49 (Table I). We
have for P(0,L)-N,.=[1-P(0,L)]L~L? with ¢=0.75
and Eq. (20) leads to y=1.62, close to our numerical value
from the data for P(n,L). Our data for oy, /(N,/L) in
steady state again indicates the presence of strong fluctua-
tions.

Our measurements on the dynamical quantities (Fig. 10)
show that z=2 and =1/3. The dynamic exponent for the
EW surface z,=2 and thus one can conclude that the particles
follow the valley movements. The system is similar to the
KPZ advection in this regard. We measured the static and
dynamic quantities in the range 1/5< w=<15 and observe that
the SCS survives and the exponents describing the static
quantities remain unchanged. Regarding the dynamical expo-
nent, an earlier work [27] suggested that there might well be
two different values of z in the two regimes w=<1(z=2) and
w>1(z<2), but the possibility remained that this is a cross-
over effect. In order to answer this, we performed Monte
Carlo simulations (Fig. 12). We conclude that the apparent
change in the dynamic exponent is indeed a transient phe-
nomenon. The inset in Fig. 12 shows that the power law
R(1) ~ 1% seems to fit the data well at relatively low times
while the main figure shows that if the data is divided by #"/2,
the resulting curve approaches a flat line at large times indi-
cating that R(7) ~¢'? at large times.

We infer from the above results that the steady state is an
SCS for all three kinds of dynamics under consideration. The
divergence of the correlation function is the strongest for the
KPZ advection case followed by EW and the KPZ antiad-
vection cases indicating that the amount of clustering also
decreases in that order. This can be seen visually in Fig. 13.
Furthermore, the SCS survives under the variation of w and
the value of the exponent characterizing clustering remains
the same, indicating universality of the exponents. In the
KPZ advection and the EW cases, the dynamic exponent
characterizing the motion of the particles is the same in nu-
merical value as the dynamic exponent characterizing sur-
face motion, indicating a tendency of the particles to follow

100000

the valley movement. The antiadvection case in this regard
shows puzzling behavior with different dynamic exponent
values for the particle and surface motion.

IV. A RELATED EQUILIBRIUM PROBLEM

Let us now consider the static surface limit, w— 0, for the
three kinds of dynamics considered above. As we discussed
briefly in the Introduction, this limit does not commute with
the limit L — o°. In the numerical results described above, we
have seen that as we go to smaller values of w, the steady
state remains the nonequilibrium SCS with the same expo-
nents as for w=1. Thus the L— o limit followed by the w
— 0 leads to the nonequilibrium steady state SCS.

We are now interested in the reverse limit, w — 0 followed
by L— . In this limit, the surface is stationary. The particles
move on this static surface under the effect of noise. A typi-
cal time scale of particle motion 7~ ¢**" is the time in which
the particles cross the largest hills in the landscape. In this
adiabatic limit, the problem becomes a well-known equilib-
rium problem—the Sinai model [23] for random walkers on
a random landscape. It is well-known that for the KPZ and
the EW surfaces in one-dimension, the distribution of heights
h(r) in the stationary state is described by

’ 2
Prob[{h(r)}]ocexp{—ﬁ f (%) dr’] (24)
h

Thus any stationary configuration can be thought of as the
trace of a random walker in space evolving via the equation,
dh(r)/dr=E&(r) where the white noise &(r) has zero mean and
is delta correlated, (&(r)&(r"))=8(r—r"). We impose periodic
boundary conditions as for the lattice model, without loss of
generality—h(0)=h(L)=0.

The passive particles moving on top of this surface, as we
remember, move according to Eq. (2). Since this is an equi-
librium  situation, (£, (1), (1'))=2k8(t—1")=2KzTS(t—1")
where 7 is the temperature and Ky is the Boltzmann con-
stant. Since the particles are noninteracting, we can deal with
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FIG. 13. Time evolution for the KPZ advection, EW and KPZ
antiadvection dynamics (from up to down). The vertical axis shows
time and the horizontal axis shows the one-dimensional lattice. The
white spots show the presence of particles. The lattice size and the
number of particles are both 256 for all three cases, so fewer white
spots indicate a higher degree of clustering (fewer but more dense
clusters).
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a single particle and instead of the number of particles n, at
a site r, we consider the probability p(r)dr that the particle
will be located between r and r+dr. In the long time, the
particle will reach its thermal equilibrium in the potential
h(r) and will be distributed according to the Gibbs-
Boltzmann distribution,

B
z

p(r) = , (25)

where Z= [{dre "") is the partition function. Note that p(r)
in Eq. (25) depends on the realization of the potential {A(r)}
and varies from one realization to another. Our goal would
be to compute the distribution of p(r) over different realiza-
tions of the random potential 4(r) drawn from the distribu-
tion in Eq. (24). Note that the distribution of A(r) in Eq. (24)
is invariant under the transformation h(r) — —h(r). In other
words, the equilibrium density p(r) defined in Eq. (25) will
have the same distribution if one changes the sign of A(r) in
Eq. (25). For later simplicity, we will make this transforma-
tion now and replace p(r) instead by the following definition:

)
z

p(r) = , (26)

where the transformed partition function is now given by Z
= [bdreP").

A. The exact distribution of the probability density

Our strategy would be first to compute the nth moment of
the random variable p(r) in Eq. (26). It follows from Egq.
(26):

nBh(r) 1 o0
e
G r - =
p"(r) 7 “Twl,

dyyn—le—yZHl/S’h(r), (27)
where we have used the identity [jdyy"'e?*=T(n)/Z" to
rewrite the factor 1/Z". Here I'(n) is the standard gamma
function. Next, we make a further change of variable in Eq.
(27) by writing y=/3?¢f"/2. Note that as y varies from 0 to
o, the new dummy variable u varies from — to . Making
this substitution in Eq. (27) we get

« BZ L
p'(r)=b, f duexp| =~ J AP+

—% 0

+nplLh(r) + u]}, (28)

where we have used the explicit expression of the partition
function, Z= [5dref"™. The constant b,=B>"*'/[2"T (n)]. We
are now ready to average the expression in Eq. (28) over the
disorder, i.e., all possible realizations of the random potential
h(x) drawn from the distribution in Eq. (24). Taking the av-
erage in Eq. (28) (we denote it by an overbar), we get using
Eq. (24)
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h(L)=
”(r) Ab f duf
h(0)=0
2
Xexp| - f dx[ (dh(x)> +’8—eﬁ<h()‘)+“)}
0 2\ dx 2

+nplh(r) + u]] ; (29)

where the normalization constant A of the path integral in
Eq. (29) will be chosen so as to satisfy the sum rule,

tp(r)dr=1. Next we shift the potential by a constant
amount u, i.e., we define a new function V(x)=h(x)+u for all
x that reduces Eq. (29) to the following expression:

V(L)=u
”(r) Abf duf DV(x)

V(0)=u

2
Xexpl_{f dx|:l<dv_(x)> +E26’8V(X):|}
0 2\ dx 2

+ n,BV(r)] . (30)

This path integral can be viewed as a quantum mechanical
problem in the following sense. All paths (with the measure
shown above) start from V(0)=u and end at V(L)=u. At the
fixed point r (where we are trying to calculate the density
distribution), these paths take a value V(r)=V which can
vary from —o to %. This can be written, using the quantum
mechanical bra-ket notation,

p"(r) :Ab,lf duf dV<u|e‘ﬁr|V>e”/3V X (V|e_f}(L_’)|u>.

(31)

The first bra-ket inside the integral in Eq. (31) denotes the
propagation of paths from the initial value u to V at the
intermediate point r and the second bra-ket denotes the sub-
sequent propagation of the paths from V at r to the final
value u at L. The Hamiltonian H corresponds to the operator
A=1(%) +‘l§—2e5w"). Interpreting V(x) to be the “position” of
a fictitious particle at the fictitious “time” x, this operator has
a standard kinetic energy term and a potential energy which
is exponential in the “position” V. The right-hand side of Eq.
(31) can be rearranged and simplified as in the following:

p"(r) :Ab,lf dVe”BVf du(V|e_I;(L")|u> X <u|e‘ﬁ’|V>.

(32)

Thus
FR=ab, [ averweiy, 6
where we have wused the completeness condition,

7. dulu)u|=1 with I being the identity operator. At this
point, it may be helpful and less confusing notationally if we

PHYSICAL REVIEW E 74, 021124 (2006)

denote the “position” V of the fictitious quantum particle by
a more friendly notation V=X, which will help us in think-
ing more clearly. Thus Eq. (33) then reduces to

o'(r) = Ab, f ’ dXe"PX(X|e XY (34)

—00

To evaluate the matrix element in Eq. (34), we need to know
the eigenstates and the eigenvalues of the Hamiltonian op-

erator H. It is best to work in the “position” basis X. In this

basis, the eigenfunctions ¢g(X) of H satisfies the standard
Shrodinger equation,

1dPg(X) 32 X

T oax? Ye(X) = E¢p(X), (35)

valid in the range —oo<<X<{co. It turns out that this
Schrodinger equation has no bound state (E<<0) and only
has scattering states with £=0. We label these positive en-
ergy eigenstates by E=3°k>/8, where k is a continuous label
varying from O to %. A negative k eigenfunction is the same
as the positive k eigenfunction, and hence it is counted only
once. With this labeling, it turns out that the differential
equation can be solved and one finds that the eigenfunction
#i(X) is given by

(X) = ;K (2ePX72), (36)

where K,(y) is the modified Bessel function with index wv.
Note that, out of two possible solutions of the differential
equation, we have chosen the one which does not diverge as
X — oo, one of the physical boundary conditions. The impor-
tant question is: how to determine the constant g, in Eq.
(36)? Note that, unlike a bound state, the wave function
#1(X) is not normalizable. To determine the constant a, we
examine the asymptotic behavior of the wave function in the
regime X——o. Using the asymptotic properties of the
Bessel function (when its argument 2¢#X2—0), we find that

I'(ik)

o

2 sin(ik7)I'(1 + ik)

omikBXI2 _ oIkBXI2

(X)) — ay

(37

On the other hand, in the limit X— —o0, the Schrodinger
equation (35) reduces to a free problem,

1d2y(X 2)2
- j’)@i)—ﬁ U(0), (38)

which allows plane wave solutions of the form

l//k(X) ~ / 4£[eik,8X/2 + r(k)e—ik,BX/Z], (39)

where ¢*BXI2

o ikBX12

represents the incoming wave from X=-% and
represents the reflected wave going back towards X
=—oo with r(k) being the reflection coefficient. The amplitude
\/g is chosen such that the plane waves zﬁk(X)=\/geikBX/ 2
are properly orthonormalized in the sense that (i | ;)= 8(k
—k') where &(z) is the Dirac delta function. Comparing Eqs.
(37) and (39) in the regime X — —o, we determine the con-
stant a; (up to a phase factor),

021124-13



NAGAR, MAJUMDAR, AND BARMA

= \/gsin(ikw)l“(l +ik). (40)

The square of the amplitude |a;|> (which is independent of
the unknown phase factor) is then given by

0= Bk sinh( k)
kIl — 7T2 5

where we have used the

(41)

T(1+ik)T(1—ik)
=rk/sinh(7k). Therefore the eigenstates of the operator H
are given by |k), such that H |k>=‘%|k> and in the X basis,
the wave function (X)=(k|X) is given (up to a phase fac-
tor) by the exact expression

identity,

K (2% (42)

| Bk sinh( 7k
() = VRS (Th) - (k)

We now go back to Eq. (34) where we are ready to evaluate
the matrix element (X|e~L|X) given the full knowledge of
the eigenstates of H. Expanding all the kets and bras in the
eigenbasis |k) of I:I, we can rewrite Eq. (34) as follows:

P =Ab f "Xf AKXIRKIX) X e PR
—0C 0

= Ab, J dke FRLIS f AX| (X)X (43)
0

—o0

The X integral on the right-hand side of Eq. (43) can be
expressed in a compact notation,

f T X0 e = (ke . m

Substituting the exact form of l/lk(X) from Eq. (42), we get

k smh( k)
T2

Fortunately, the integral on the right-hand side of Eq. (45)

can be done in closed form [33] and we obtain,

k sinh(7k) T%(n)
72> T(2n)

(ke |ky = dyyz” 'Ki()K_u(y). (45)

Ky = —a = 0T (4 ik). (46)

Substituting this matrix element back in Eq. (43), we arrive
at our final expression,

,32n+1 F(n) o ]
422 TCn) ), dkk sinh( k)

p'(r)=A

X |T(n - ik)Pe B8, (47)

To determine the constant A, we first put n=1 in Eq. (47).
Note that p(r)=1/L by virtue of the probability sum rule,
) ép(r)dr= 1. Taking the disorder average and using the trans-
lational invariance, one gets p(r)=1/L. Using the identity,
I'(1+ik)I"(1-ik)=7k/sinh(7k) and performing the integral
on the right-hand side of Eq. (47) and then demanding that
the right-hand side must equal 1/L for n=1, we get
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A=\27L. (48)

One can also check easily that n— 0, the right-hand side of
Eq. (47) approaches to 1 as it should. In verifying this limit,
we need to use the fact that I'(x) = 1/x as x— 0 and also the
identity, I'(ik)['(-ik)=/k sinh(7k). Now, for n>0
(strictly), one can make a further simplification of the right-
hand side of Eq. (47). We use the property of the gamma
function, I'(x+1)=xI"(x), repeatedly to write I'(n—ik)=(n
—1-ik)'(n—1-ik)=(n—1-ik)(n—-2—ik)---(1-ik)['(1—ik).
Note that this formula, so far, is valid only for integer n
=1. This gives, for integer n=1

T(n-ik)T(n+ik)=[(n-1)*+ k%]

X[(n=2)*+k*]-- X [1 +k2]

h(ﬂ'k)
(49)

where we have wused the identity I'(1+4ik)I'(1-ik)
=k/sinh(7k). Substituting this expression in Eq. (47) we
get, forn=1,

B2n+1 1’*( )

”(r) = \27TL 2T, dkkz[(n - 1)2+ k%]

X[(n=2)2+ k2] [1 + k2] PRLS, (50)

Making the change of variable 82k*L/8=z in the integral, we
finally obtain the following expression for all integer n=1:

1 ﬁ2n 2 l"(n)
L7272 T@2n) ),

8 8z
[2%%] --[(n—1)2+TZ]. (51)
BL BL
For example, consider the case n=2. In this case, the formula
in Eq. (51) gives

p'(r) =

BZ
P = IZL[ ﬁzL] : (52)

which is valid for all L and not just for large L. Note that the
second term on the right-hand side gives a contribution
which is exactly 1/L2. This means that the variance, pz(r)
—p(r)?>=p%/[12L] for all L. For arbitrary integer n= 1, tak-
ing the large L limit in Eq. (51) we get, as L— oo,

. ﬁZn 2 F3 n)}
P — { 22 ['(2n) (53)

Note that even though this expression was derived assuming
integer n=1, after obtaining this formula, one can analyti-
cally continue it for all noninteger n>0. Now, let us denote
Prob(p,L)=P(p,L). Then p"(r)=[;p"P(p,L)dp. Note again
that the range of p is from 0 to %, since it iS a probability
density, and not a probability. The factor 1/L on the right-
hand side of Eq. (53) suggests that P(p,L) has the following
behavior for large L:
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1
P(p.L) = —folp). (54)
where the function f,(y) satisfies the equation
d an—z I‘3(n) }
" dy=|—F5—=—"1. 55
J( ) Y fo(y)dy { 277 T2n) (55)

To determine fy(y) from this equation, we first use the iden-
tity, ['(2n)=22""'T'(n)I'(n+1/2)/\mr, known as the doubling
formula for the gamma function. Next we use [34]

% “!’,_ 1-‘2(’1)
n—1 —ax g dx = T .
fo ¥ Ko(ax)dx 2a)"T'(n+1/2)

(56)

Identifying the right-hand side of Eq. (56) with the right-
hand side of Eq. (55) upon choosing a=2/[?, we get the
exact expression of fi(y),

2 2 2
foy) = %e_w Ko(Eyz) . (57)

More cleanly, we can then write that for large L,
4 2p
P(p,L)=—f| = |, 58
(p,L) ﬁ4Lf1|:B2i| (58)

where the scaling function f;(y) is universal (independent of
the system parameter ) and is given by

e™”
fiy) = 7Ko(y). (59)
This function has the following asymptotic behaviors:

1
~[~In(y/2) +0.5772...], y—0,

A =~1" (60)
l —2)’ — 0
\/ 2 e, y .

The scaling form in Eq. (58) is valid only when n(r)~ L.
If n(r) is a number of order O(1) (not as large as L), then the
scaling breaks down. This fact suggests that the correct be-
havior of the distribution P(p, L) for large L actually has two
parts,

In*(L) 4 2 c
P(p,L) = [1 - ZTL}&P) + Efl[zg]e(l)_ Z)
(61)

where f(y) is given by Eq. (59). This form in Eq. (61) is

consistent with all the observed facts. For example, if one

In*(L)

integrates the right-hand side, the first term gives l—nTL

[with the convention [{&(y)dy=1]. The second term, when
2

integrated, gives z o [where we have used the small y be-
havior of f(y) from Eq. (60) and kept only the leading order
term for large L] which exactly cancels the identical factor in
the first term to give a total sum 1, as it should. On the other
hand, for any finite moment of order n, the first term does not
contribute and only the second term contributes to give the
result in Eq. (53).

PHYSICAL REVIEW E 74, 021124 (2006)

B. The density-density correlation function

We now consider the density-density correlation function
between two points r; and r, at equilibrium. The calculation
proceeds more or less along the same lines as in the previous
section. The density-density correlation function is defined as

C(ry,ry) = p(ry)p(ry), (62)

which evidently depends only on r=|r;—r,| due to the trans-
lational invariance. The density p(r) is again given by Eq.
(26). It follows from Eq. (26) that

eﬁ[h(rl)+h(r2)] J'm

=yZ+pLh(r))+h(r;)] ,

p(r)p(r) =——7—"—=[ dyye

2
Z 0

(63)

where the partition function Z=[{drePY"") and we have used
the identity 1/Z%=[jdyye™. As in the previous section, we
now make a change of variable in Eq. (63) by writing y
=8%¢P*/2. Then Eq. (63) becomes
|
f dcePh+]
0

S [° 2
p(rp(ry =2 J du expl— %{

+ Blh(r)) + u+ h(r,) + u]] , (64)

where we have used the explicit expression of the partition
function, Z=[§dre®""). Averaging over the disorder, we get

BS 3 h(L)=0
p(r)p(ra) :BI du J Dh(x)
—o» h(0)=0

L 1 dh(x)\?| 1{dh(x)\>
Xexp| — fdxXEW 5?
0

2
. %eﬁw%] } + BLA(ry) + hiry) + zu]} . (69)

where the normalization constant B will be determined from
the condition, [§[5C(r,r,)drdr,=1 [which follows from
the fact that [5p(r)dr=1]. Alternatively, one can put r=r,
—r;=0 in the expression for the correlation function and then
it should be the same as p*(r) already computed in the pre-
vious section.

As before, we next shift the potential, i.e., we define
V(x)=U(x)+u for all x. Equation (65) then simplifies,

V(L)=u

5 o
P = B f a| DV
—00 V(0)=u

L 2 2
[{ [EES ﬂ_}}
0 2\ dx 2
+ BLV(ry) + V("z)]} . (66)

Thus we have again reduced the problem to a path integral
problem. However, there is a difference in the subsequent
calculations. This is because, unlike the previous calculation,
we now have to divide the paths into three parts: (i) paths
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starting at V(0)=u and propagating up to the point r; where
V(r;)=V, (note that V; can vary from — to ), (ii) paths
starting at r; with V(r;)=V, and propagating up to r, with
V(r,)=V,, and (iii) paths starting at r, with V(r,)=V, and
propagating up to L where V(L)=u. We have assumed r,
=r, for convenience. Using the bra-ket notation, we can
then rewrite Eq. (66) as

5 o0 o0 oo
P(”l)P(”2)=B%f duf dV1f dv,

X <M|e_fm|V1>€ﬁV‘<V1|€_I;(r2_rl)|V2>
X ePVa(V,|e7Ht H(L-r) |ue). (67)

The Hamiltonian H=

previous section. Using [ _ocdu|u><u|=i, Eq. (67) can be sim-
plified,

1) +‘62:eﬁv()‘) is the same as in the

I BS © o r .
P(rl)P(rz):BZ dv, dV2<V2|€ H{L )|V1>

X (Ve 1V, )ePV1+V2) (68)

where r=r,—r,. Note that Eq. (68) clearly shows that
C(ry,ry,L)=C(r=ry,—r;,L), as it should due to the transla-
tional invariance. Furthermore, Eq. (68) also shows that
function C(r,L) is symmetric around r=L/2, i.e., C(r,L)
=C(L-r,L). This last fact is expected due to the periodic
boundary condition. As before, we change to a more friendly
notation: V; =X, and V,=X,, where X; and X, denote the
“positions” of the fictitious quantum particle at “times” r,
and r,. With this notation, Eq. (68) reads
5

- B o0 o P B
p(r)p(ra) =BZ dx, dX, X (XoleHE1|x )

X (X, |e M| X, )ePX1+X2) (69)
This can be solved to obtain the correlation function

C(r,L) = B— f f dkydkok ko (K2 = k3)?

sinh(k;)sinh(7rk,)
[cosh(mk,) — cosh(k,)T?

% 18_2 2 2
exp| - g [ki(L=r)+k5r] |. (70)

For r=0, it is possible to perform the double integral in Eq.
(70) and one finds that it reduces to the expression of p*(r) in
Eq. (52) of the previous section, provided the normalization
constant B=\2#L. Thus the two-point density-density cor-
relator is given exactly by Eq. (70) (with B=\2#L) and note
that this expression is valid for all L. This exact expression
of the correlation function was first derived by Comtet and
Texier [24] in the context of a localization problem in disor-
dered supersymmetric quantum mechanics.

To extract the asymptotic behavior for large L, we rescale
kVL-r=x, and k,\L=x, in Eq. (70), then expand the sinh’s
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and the cosh’s for small arguments, perform the resulting
double integral (which becomes simple after the expansion),
and finally get for L— and r#0,

1
\“”27TB2L5/2[.X(1 _ x):|3/2 ’

C(r,L) — (71)

where x=r/L is the scaling variable. If we identify p with
n/L, we can identify the expressions for P(p) and C(r,L)
with the corresponding equilibrium quantities—P(n,L)
=7P(p) and G(r,L)=L*C(r,L). So, for n=1 and r=1

2n
B4L2fl|: 2Li| (72)
where f,(y) is given in Eq. (59), and

P(n,L)=

1
GrL) = s e o (73)

C. SCS, agreement with KPZ advection

The primary result to emerge from the analytic results
above is that the equilibrium state again is an SCS. The
second and surprising result is that the above results describe
very well the numerical data for the KPZ advection case. A
fit to the functional forms shows that these equilibrium re-
sults reproduce quite well the scaling exponents and scaling
functions for G(r,L) and P(n,L) for n=1 obtained numeri-
cally for the nonequilibrium KPZ advection case with w
=K=1. This can be seen in Figs. 14 and 5. However, the
values of B required to fit the two quantities G(r,L) and
P(n,L) are different. The correlation function matches with
B=4 while B=2.3 describes the probability density of oc-
cupancy data. However, P(0,L) (and thus N,.) does not
agree closely in the two cases. The equilibrium case can also
be used to shed light on the dynamical properties of the
nonequilibrium steady state for KPZ advection. We com-

pared our results for G(¢,L) with the density-density autocor-
relation function in the adiabatic Sinai limit w— 0. To find

G(1,L), we simulated a surface with height field A(r,?)
evolving according to KPZ dynamics, and evaluated the den-
sity using the equilibrium weight p(r,f)=e #0077 As
shown in Ref. [18], the results with B=4 agree with the
autocorrelation function in the nonequilibrium system, apart
from an overall prefactor.

It is surprising that results in this equilibrium limit de-
scribe the nonequilibrium state so well. A partial explanation
is as follows. In the nonequilibrium case, the driving force
behind particle motion and clustering is the surface fluctua-
tion while in the equilibrium case, it is the temperature. The
common feature in both the cases is the exploration of the
surface terrain. Thus in some region of parameter space the
surface motion mimics temperature and causes the particles
to redistribute in a certain way. Why the equivalent tempera-
ture for various quantities is different is not clear and de-
serves further study. As we have mentioned before, the
steady state height distribution for both the KPZ and EW
surfaces are the same and so the Sinai limit is the adiabatic
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FIG. 14. The two point scaled
density  correlation  function
G(r,L) (advection) for K=1,
. =1. The line is a plot of Eq. (73)
with S=4. There is a surprisingly
good agreement of the nonequilib-
rium Monte Carlo data with the
analytic equilibrium result. The
lattice sizes are L=512 (+), 1024

ey, (X), and 2048 ().

o,

‘*km |

0.001 0.01 0.1

limit for all three kinds of dynamics under consideration,
KPZ advection, KPZ antiadvection, and EW dynamics.
However, only the KPZ advection results are well-described
by the equilibrium limit.

V. TWO DIMENSIONS

In this section, we describe our results for the problem of
passive sliders on fluctuating surfaces in two dimensions.
Unlike in one dimension, the KPZ and EW surfaces are
known to have different static properties in two dimensions.
The KPZ surface, in the strong coupling regime, is known to
be rough in two dimensions; the value of the roughness ex-
ponent is known to be approximately equal to 0.4 [32]. For
the EW surface, it is known that the surface is only logarith-
mically rough and the roughness exponent is equal to zero.
Apart from these facts specific to particular surfaces, we also
know that there are structures like saddle points in two di-

mensions which may affect the particle dynamics and per-
haps aid declustering. Thus, while we expect the particles to
cluster in valleys, it is not a priori clear that the steady state
will be an SCS. We performed Monte Carlo simulations on a
two-dimensional lattice model, described below, to investi-
gate the steady state and found that SCS persists even in two
dimensions.

A. Lattice model in two dimensions

We consider a square lattice where the particles reside on
sites and the links or bonds between successive lattice sites
in the x and y directions are dynamical variables which de-
note local slopes of the surface as before. The total number
of particles N which is taken to be equal to the total number
of sites, is L2. Each link takes either of the values +1
(upward slope —/) or =1 (downward slope —\). A local hill
in this case is a site which is at a height one unit higher than

FIG. 15. The inset shows
G(r,L) vs r for different direc-
tions of measurement in two di-
mensions. The directions are char-
acterized by the angle ® which is
measured with respect to the x
axis. =0, /2 (), w/4 (%), w/6

(+), and 7/3 (X). We see that
G(7,L) is independent of the di-
rection of measurement. The main
plot shows the scaling collapse
when r is scaled with L. The
straight line shows a power law
with exponent —1.4. The lattice
sizes are L=256 (*), 128 (X), and
64 (+).

N T T
100 | e 0
kS 0]
§ 1
= L * %1
(6] 10
1 =
1
0.01
r/L
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100 | *’*‘a% | FIG. 16. The plot shows
*%X& L?%2P(n,L) plotted vs n/L% for
—C'- *’W*%x the case of KPZ advection for
o 1k Mt _ various values of L in two dimen-
f ,(*X& sions. The value of &, is 1.4. The
— %, lattice sizes are L=256 (), 128
0.01 b * R (X), and 64 (+). The straight line
&&RX& shows a power law with exponent
—1.4.
0.0001 ’E §
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0.001 0.01 0.1 1 10
n/l &

all four of its nearest neighbors. In terms of slopes, one
would see the configuration (A) in both the x and y direc-
tions. Similarly a local valley is a site which is at a height
one unit lower than all four of its nearest neighbors. The
rules for the surface evolution are similar to the one-
dimensional ones and are based on the solid-on-solid (SOS)
algorithm [35]. A site is chosen at random and if it is on a
local hill, we change it to a local valley for KPZ advection
dynamics. KPZ antiadvection dynamics only allows the val-
ley to hill move and the EW dynamics allows both the moves
with equal probabilities.

The particle moves are as follows. We choose a particle at
random and then find out the directions which are favorable
for movement, i.e., have a downward slope; we then move
the particle in one of these directions chosen randomly. As
before, N, particle updates are made after every N, surface
moves and w=N,/N,,.

Our Monte Carlo simulation data shows that even in two
dimensions, the steady state is an SCS and the quantities
characterizing the clustering behave similarly as the one-
dimension case. As in one dimension, the amount of cluster-
ing is different for the three kinds of dynamics and we see
that KPZ advection dynamics shows the most clustering, fol-
lowed by KPZ antiadvection, and then the EW case. This is
in contrast to our results in one dimension where EW dynam-
ics shows better clustering than the KPZ antiadvection dy-
namics. This can be ascribed to the fact that the surface
roughness is much less for a two-dimensional EW surface
(x=0) than for a strong-coupling KPZ surface (y=0.4).

B. Results

We measured the two point density-density correlation
function and found that

G(7.L) = (n(D)n(F+ 7)), ~ Y(z) (74)

the subscript 2 in Y, indicating two dimensions. We see that
(Fig. 15) G(r,L) is independent of the direction of measure-

ment and decays as a power law Y,(y)~y™"2 with v,=1.4
for KPZ advection. We see similar behavior for KPZ antiad-
vection (v,=0.5) and for EW dynamics (»,=0.3). Thus we
see that the SCS is the steady state in two dimensions as
well.

We have also measured the probability distribution of oc-
cupancy P(n,L). Before describing our results, we would
like to mention again that we have worked with particle den-
sity equal to one, thus the total number of particles is N
=12 for two dimensions (L X L lattice). P(n,L) scales as

1
P(n.L) ~ mfz(L%), (75)

with & = 1.4 for KPZ advection, 6, =0.5 for KPZ antiadvec-
tion, and &, =0.3 for the EW case. For the KPZ advection
case, fo(y) ~y "2 with y,=1.4. We can verify that Eq. (20)
generalizes to ¢,=38(y,—2)+2, where ¢, is defined by
Nyoe=(1-P(0,L))L>*~L?%. We obtain the value of the
exponent ¢, from our data for P(0,L), ¢,=1.37. This leads
to y,=1.55, which is slightly larger than the value obtained
by directly fitting a power law to P(n,L).

We can do a scaling analysis and also show that &,=wv,
and that G(0,L)= (L,znzP(n,L)dn~L52 which we have veri-
fied numerically. The above equalities can be proved by us-
ing the relations G(0,L)+[*G(r,L)rdrd6=L> and
féznP(n,L)= 1.

VI. CONCLUSIONS

We have characterized the steady states of noninteracting,
passive particles sliding on fluctuating surfaces. We found
that the steady state of this system is a strong clustering state
(SCS). This state is characterized by two properties of the
density-density correlation function G(r,L)—it is a scaling
function of distance r divided by the system size L, and the
scaling function diverges near the origin. We have seen that
this state is general and robust; it is present with
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various kinds of surface dynamics, in one and two dimen-
sions, and persists under a change of parameters. The other
important result is the existence of an SCS in the static,
equilibrium Sinai limit in one dimension. We see that not
only do we get an SCS but the scaling function and the
exponents match very well with our results on the nonequi-
librium KPZ advection problem. This surprising result
throws open interesting questions—why are two different
values of B required to describe the two quantities G(r,L)
and P(n,L)? Why do only the KPZ advection case results

PHYSICAL REVIEW E 74, 021124 (2006)

match well with the equilibrium results when the Sinai
model is the adiabatic limit for all three kind of dynamics?
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